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Euclidean division 
before Euclid
• "It is my judgment that this entire book (Euclid’s Book VII) 

should be attributed to the Pythagoreans before Archytas.”
  (van der Waerden, Science Awakening)

Archytas: teacher or disciple of Plato?
• “[…] and that he [Plato] spent a long time with Archytas of 

Tarentum and Timaeus of Locris, and got hold of the 
commentaries of Philolaus, and that, as the fame of 
Pythagoras dominated at that time and place, he devoted 
himself to the school of Pythagoras and to these studies.”

  (Cicero, De re publica)
• “[…] however, he was at first despised [Archytas] and owed 

his remarkable progress to studying with Plato.”
  (Demosthenes, Ἐρωτικός)

Theano
(Source:

Mujeresconciencia.com)



Euclid, Book VII
Proposition 1: When two unequal numbers are set 
out, and the less is continually subtracted in turn 
from the greater, if the number which is left never 
measures the one before it until a unit is left, then 
the original numbers are relatively prime.
Proposition 2: To find the greatest common 
measure of two given numbers not relatively 
prime.
Euclid's algorithm calculates the greatest 
common divisor (gcd) of two numbers.

Example: 24 and 14:
24 -14 = 12, 14 – 12 = 2, 12 – 6· 2 = 0. Hence, 
gcd(24,14) = 2.

Oxford University Museum of Natural History
(Source: Turismo Matemático)



¿What about other rings?
XIX and XX centuries:

• Guilty of extending this algorithm to other rings (Euclidean rings).
• XX Century: Guilty of the name Euclidean division (i.e., division with 

remainder in Euclidean rings).

Example: Consider the polynomials P(x) = 𝑥! + 2𝑥" + 𝑥 and Q x = 𝑥# − 1. 
We can use the Euclid’s algorithm to compute gcd(𝑃, 𝑄):

𝑥! + 2𝑥" + 𝑥 − x x# − 1 = 𝟐𝐱𝟑 + 𝟐𝒙 ,

x# − 1 −
1
2
𝑥 𝟐𝒙𝟑 + 𝟐𝒙 = −𝒙𝟐 − 𝟏 ,

2x" + 2𝑥 − −2𝑥 −𝒙𝟐 − 𝟏 = 𝟎.
 Hence, gcd 𝑃, 𝑄 = −𝒙𝟐 − 𝟏.



Polynomials vs. integers
It seems polynomials behave as if they were 
integers.

“The study of increasingly abstract and 
complex domains did not shake the 
conviction, matured in the 19th century, that 
anything can be related to the simple 
concept of integer, while the integer, in turn, 
can be related to the even simpler concept 
of set.”
(Zellini, The Mathematics of the Gods and the 
Algorithms of Men)

(Source: Blog de Matemáticas y TIC’s)



Sturm
Sturm (1829) introduces a variantion of the 
Euclidean division:
ØWe start by dividing a polynomial by its 

derivative.
ØInstead of keeping the reminder of this 

division, we keep its negative.
ØWe keep doing it until we reach zero.

¿What do we get out of this?
A method for counting the real roots of a 
polynomial in any interval. 

Porträt des jungen Wissenschaftlers. Öl auf Leinwand von François 
d'Albert-Durade nach einer 1822 angefertigten Skizze von Sturms 

Kollege Jean-Daniel Colladon (Bibliothèque de Genève). 



Descartes’ rule of signs
◦ An algorithm proposed by Descartes in 1637 

(without proof).
◦ It bounds the number 𝑛!(𝑝) of positive roots of any 

polynomial 𝑝 in an interval:
𝑛!(𝑝) ≤ 𝑁 𝑝 , 	with	 𝑛! 𝑝 ≡ 𝑁 𝑝 mod	2 ,

where 𝑛!(𝑝) is to be counted with multiplicity and 
𝑁(𝑝) denotes the number of sign changes of the 
coefficients of 𝑝.
Example: p = 𝑥" + 𝑥 + 1 does not have positive roots 
since 𝑁(𝑝) = 0.

Descartes
(Source: Wikimedia Commons) With a linear fractional transformation, we can bound the 

number of roots in any interval:
𝑥 ↦

𝑎𝑥 + 𝑏
𝑐𝑥 + 𝑑 , 	 𝑤ℎ𝑒𝑟𝑒	𝑎𝑑 − 𝑏𝑐 ≠ 0.

(This is Budan-Fourier Theorem.)

Example: With the transformation 𝑥 ↦ −𝑥, we bound the 
number of negative roots:

𝑛! ≤ 𝑁 𝑝(−𝑥) , 	con	𝑛! 𝑝 ≡ 𝑁 𝑝(−𝑥) mod	2 Fourier and Budan
(Source: Wikimedia Commons)





“We can determine also the number of true and false 
roots that any equation can have, as follows: An 
equation can have as many true roots as it contains 
changes of sign, from + to - or from - to +; and as many 
false roots as the number of times two + signs or two - 
signs are found in succession.”

Dictionary:
true root = positive root
false root = negative root



Example:
Show that the following polynomial has exactly one real root:

𝑝 𝑥 = 𝑥# + 1.
Solution:
First, note that 𝑝(𝑥) has no positive root, since 𝑁 𝑝(𝑥) = 0. Also note that 0 is not a root.
Then, observe that 𝑝 −𝑥 = −𝑥# + 1, meaning that

𝑁 𝑝 −𝑥 = 1 = 𝑛!(𝑝(−𝑥)).
Finaly, note that 𝑛$(𝑝(𝑥)) = 𝑛!(𝑝(−𝑥)). Hence, 𝑝(𝑥) has exactly one real root.

Example:
Show that, by using only Descartes’ rule of signs for 𝑝(𝑥) and 𝑝(−𝑥) we cannot 
determine the exact number of real roots of the following polynomial

𝑝 𝑥 = 𝑥" + 𝑥% + 𝑥 + 1.
Solution:
First, observe that 𝑁 𝑝 𝑥 = 0, and, therefore, 𝑝(𝑥) has no positive root. Also observe 
that 0 is not a root.
Then, observe that 𝑝 −𝑥 = −𝑥" + 𝑥% − 𝑥 + 1. So, 𝑁 𝑝 −𝑥 = 3. Hence, 𝑝(𝑥) has either 1 
or 3 negative roots. In conclusion, we cannot determine, by using only this algorithm, 
the exact number of real roots of this polynomial.



Sturm sequences
◦ The Sturm sequence 𝑆(𝑝) of 𝑝(𝑥) is a sequence 

of nonzero polynomials (𝑠?, 𝑠@, 𝑠A, … ) 
depending on 𝑝 𝑥 , where:

𝑠? = 𝑝 𝑥 ,
𝑠@ = 𝑝B 𝑥 ,

𝑠C = −rem 𝑝CDA, 𝑝CD@ .
◦Given an arbitrary number 𝑎	 ∈ 	ℝ ∪ {±∞}, by 
𝜒E(𝑎) we denote the number of sign changes 
of the following sequence:

𝑠? 𝑎 , 𝑠@ 𝑎 , 𝑠A 𝑎 ,… .

Sturm
(Source: Wikimedia Commons)



Sturm’s Theorem (Jacques 
Charles François Sturm; 1829)*:

Let 𝑝(𝑥) be a real polynomial. 
Then, the number of distinct 
real roots of 𝑝(𝑥) in an interval 
(𝑎, 𝑏), where 𝑎	, 𝑏 ∈ 	ℝ ∪ {±∞}, is 
equal to

|𝜒E 𝑎 − 𝜒E 𝑏 |.

*For a proof, see Section 2.2.2 in [Basu].



Example:
Compute	the	exact	number	of	real	roots	of	the	following	polynomial

𝑝 𝑥 = 𝑥F + 𝑥A + 𝑥 + 1.
Solution:
We start by computing the Sturm sequence of this polynomial:

𝑠? = 𝑝 𝑥 = 𝑥F + 𝑥A + 𝑥 + 1,
𝑠@ = 𝑝B 𝑥 = 3𝑥A + 2𝑥 + 1,

𝑠A = −rem 𝑠?, 𝑠@ = −
4
9
𝑥 −

8
9
,

𝑠F = −rem 𝑠@, 𝑠A = −9.
Now, since we want to compute the number of real roots of 𝑝(𝑥), we 
need to compute 𝜒(∞) and 𝜒(−∞):

𝜒 −∞ = −∞,+∞,+∞,−9 = 2,

𝜒 +∞ = +∞,+∞,−∞,−9 = 1.
We conclude that 𝑝 𝑥  has |𝜒 −∞ − 𝜒 +∞ | = |2 − 1| = 1 real roots.



Definition:
A basic semialgebraic set is a set defined by (univariate or multivariate) 
polynomial equalities and polynomial inequalities. A semialgebraic set is a 
finite union of basic semialgebraic sets.

Semialgebraic sets

Example
The locus of the equation 𝑥A + 𝑦A − 1 = 0 is the 
circle of radius 1 centred at the origin (green). 
This set is algebraic.
Now, if we want the set of nonnegative 
solutions to this equation, we will obtain only a 
quarter of the previous circle (red). This set is 
not algebraic anymore; it is a basic 
semialgebraic set.



Tarski-Seidenberg 
Theorem
Theorem (Tarski-Seidenberg, first half of XX century)
Given a semialgebraic set in n+1 dimensions, it can be 
projected to an n dimensional space, and the  result is 
still semialgebraic.

Observation
The original proof is constructive, essentially through 
Sturm sequences. The corresponding algorithm is too 
complex in most cases, and better algorithms exist. 
However, we show that, in a very special case, this 
algorithm might work.

Application
“Number of roots” in larger dimensions. Alfred Tarski & Abraham Seidenberg

(Source: Wikimedia Commons) 



Source: Wikimedia Commons



An application to Biology
• Some molecular interactions can
be described as polynomial ODEs:

• If we are only interested in steady states, we can set
̇𝑥@ = ̇𝑥A = ⋯ = ̇𝑥G = 0,

thus, obtaining polynomial equations.
• Now, trying to classify the parameters k with respect to
the number of positive roots is some kind of projection.
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Thank you!

¡Gracias!

Vă mulțumesc!


